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Overview



https://owasp.org/www-project-top-ten/OWASP_Top_Ten_2017/Top_10-2017_A10-Insufficient_Logging%252526Monitoring

https://owasp.org/www-project-top-ten/OWASP_Top_Ten_2017/Top_10-2017_A10-Insufficient_Logging%252526Monitoring






https://owasp.org/www-project-api-security/

https://owasp.org/www-project-api-security/


Key Concepts



• Log

• The right information in the right place

• Monitor

• Automate, but also manual review periodically

• Alert

• Beware alert fatigue

• Respond

• If tuned properly, every alert warrants a response

Four Pillars



* 2018 Verizon Data Breach Incident Report

“The faster the data breach can be identified and contained, the lower the costs.” 

Dwell Time



“In this year’s study, organizations were able to reduce the days to identify the 
data breach from an average of approximately 201 in 2016 to 191 days and the 
average days to contain the data breach from 70 to 66 days. We attribute 
these improvements to investments in such enabling security technologies as 
security analytics, SIEM, enterprise wide encryption and threat intelligence 
sharing platforms.”

• Average breach size: 25,575 records

• Average cost per record: $150

• $150 x 25,575 = $3,836,250

* 2017 Cost of Data Breach Study, Ponemon Institute, IBM Security



Examples



Example: Marriott

• Dwell Time >= 4 years

• July 2014: Hackers penetrate Starwood systems

• September 23, 2016: Marriott officially completes acquisition of Starwood

• September 7, 2018: Accenture, a contractor managing the Starwood database for 
Marriott, becomes aware of the breach due to an alert regarding an unusual SQL query

• November 2018: Investigators find that a hacker has been present since at least July 
2014*

• DB monitoring tool triggered alert on admin account querying for number of rows in a 
table

• Not a normal query => anomaly 

* https://resources.infosecinstitute.com/lessons-learned-the-marriott-breach/

https://resources.infosecinstitute.com/lessons-learned-the-marriott-breach/


• Yahoo: 3 billion

• Marriott: 383 million

• Adult Friend Finder: 412 million

• eBay: 145 million

• Equifax: 147 million

• Heartland: 134 million

• Target: 110 million

• TJX: 94 million

• Uber: 57 million users / 600k drivers

• JP Morgan Chase: 76 million

https://www.csoonline.com/article/2130877/the-biggest-data-breaches-of-the-21st-century.html



Best practices



Regular Activity
Short lived
No alerts

Elevated Permissions
Long lived

Some alerts

Security Concerns
Exceptions

Alert always

Application

Traces
Events

Traces
Events

Events
Exceptions



Regular Activity
Short lived
No alerts

Elevated 
Permissions
Long lived

Some alerts

Security 
Concerns

Exceptions
Alert always

6 months –
1 year

1 year+
As required

30 – 90 days



Azure Organization & Flow



Action Group

Design Concept



Early Dev – Request Bin

Request Bin



Action Group

Logic App Dev



• Visual Studio 2019

• ASP.NET Core

• Azure Resource Group

• Azure Action Group

• Azure Logic App

• Request Bin

• Application Insights 

• Azure Monitor

• Azure Alert 

• MS Teams

• Slack

• Postman

Tools



• OWASP API Security Top 10

• https://owasp.org/www-project-api-security/

• OWASP Top 10

• https://owasp.org/www-project-top-ten/

• A10-Insufficient Logging & Monitoring

• https://owasp.org/www-project-top-ten/OWASP_Top_Ten_2017/Top_10-2017_A10-
Insufficient_Logging%252526Monitoring

• 2017 Cost of Data Breach Study

• https://www.ibm.com/downloads/cas/ZYKLN2E3

• Message Card playground

• https://messagecardplayground.azurewebsites.net/

https://owasp.org/www-project-api-security/
https://owasp.org/www-project-top-ten/
https://owasp.org/www-project-top-ten/OWASP_Top_Ten_2017/Top_10-2017_A10-Insufficient_Logging%252526Monitoring
https://www.ibm.com/downloads/cas/ZYKLN2E3
https://messagecardplayground.azurewebsites.net/


How to Guide



Create Resource Group





Solution explorer before adding app insights



App settings before adding app insights











Solution explorer after adding app insights



App settings after adding app insights



Add logic app





Add logic app to action group



Create new alert rule









Trigger the action group containing the logic app


