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Why this talk?



- Why this talk?


- Share the experience, the good and the bad parts


- Help others creating their app sec teams


Why



The context



SAPO, the Internet division of Portugal Telecom


- Portugal Telecom (now Altice)


- 11000 employees, the largest telecom in Portugal


- SAPO (sapo.pt)


- created in 1995, as a search engine


- similar to Yahoo / Google


- Internet Service Provider


- Ads-based business


Context

http://sapo.pt


Context



Context



Context



Context



Context
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Context



- 300 applications


- web/mobile, responsive, native iOS/Android/Windows


- set top boxes, LG/Samsung TV apps


- OS X/Windows/Linux desktop apps


- payment terminals

Context

500M
pageviews

5.3M
users in Portugal

350
employees

200
in engineering

1400
servers



Why a security team?



Why

- Protect the company


- Protect the brand


- Protect customers (data)


- Follow legal and contractual requirements


- Avoid fines
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- Protect the company


- Protect the brand


- Protect customers (data)


- Follow legal and contractual requirements


- Avoid fines


<insert headlines of companies being attacked, leaked, fined>




Team objectives



Team objectives

Most app sec teams have common set of objectives


Ours were clear


- Educate technical, product, sales, and management teams in security and 

guide them through best practices


- Audit all applications


- Prevent emerging threats




Team objectives

Most app sec teams have common set of objectives


Ours were clear


- Educate technical, product, sales, and management teams in security and 

guide them through best practices


- Audit all applications


- Prevent emerging threats


- Handle incident response


- Ensure compliance




Building an AppSec team - Day 0



- Be humble


- Listen


- Understand
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- Be humble


- Listen


- Understand


- Do not try to immediately fix stuff


Day 0



Meet the teams


- What do you do?


- How do you do it?


- people, processes, and tools


- What concerns you?


- Are there any obvious security issues?


- Let them know you are here to help


Day 0



First processes


- Focus on new applications first


- easier to influence, to fix


- mandatory pentest before publication


- publication requires an OK from the security team


- Piggyback on the QA and UX teams


Day 0



First processes


- Mandatory training


- 4/5h sessions, small groups of 10/15 


- 1st developers, 2nd other tech roles, 3rd non tech roles


- targeted at the audience


- 2 objectives 


                  Awareness & How to Write Secure Code


Day 0



Training Table of Contents (part of)


- OWASP Top10 Application Security 

Risks


- General Principles


- Error Handling and Logging


- Cryptography


- Authentication & Session 

Management


- Anti-Abuse


- Open Redirects


- Cross-Site Scripting (XSS)


- Cross-Site Request Forgery (CSRF)


- SQL Injections


- File Handling


Day 0



First processes


- Mandatory training


- Focus on the impact, ease of exploitation, and using our own vulns


- PoC all the things


- CSRF -> switched private profile to public


- SQLi -> dumped the DB with sqlmap


- XSS -> injected a malicious login form


Day 0



Day 0



Day 0



First processes - summary


- Know the status quo


- Focus on new applications first


- Require approval for new applications


- Piggyback on existing teams/processes (QA/UX)


- Mandatory training


Day 0



Going deeper



Eventually we increased our reach, and you should too


- Mobile and embedded apps


- Involvement in the project planning phase


- Infrastructure


- Legacy


Deeper



Mobile and embedded apps


- Very time consuming to test


- platform specific vulnerabilities (e.g. credential store, isolation)


- good coverage might require using a remote


- usually less documented API


- fragile


- Requires specific knowledge
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Involvement in the project planning phase


- Create really good relationships with the product teams


- Presence in product meetings


- Make it official


Deeper



Involvement in the project planning phase


- Create really good relationships with the product teams


- Presence in product meetings


- Make it official


- Success: product managers/owners queueing to talk with us


Deeper



Infrastructure


- Security Champions


- someone from the infrastructure team


- hands on, pragmatic and with a security conscious


- still a member of the infra team, but present in the security team daily life


Deeper



Legacy


- Really challenging


- Requires a clear identification of the problems


- Prioritization, clear solutions, avoid half-measures


- Clearly stated in the infrastructure team roadmap
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- Really challenging


- Requires a clear identification of the problems


- Prioritization, clear solutions, avoid half-measures


- Clearly stated in the infrastructure team roadmap


Deeper



Legacy


- Fixing legacy means questioning stuff that was “always done it this way”


Deeper



Tools



Your basic toolset


- Your own (Virtual) Machine


- A vulnerability management tool (e.g. DefectDojo)


- Your intranet page with contacts, how to’s 


Tools



Your basic toolset


- Your own (Virtual) Machine


- A vulnerability management tool (e.g. DefectDojo)


- Your intranet page with contacts, how to’s 


- Start by reporting vulnerabilities on the teams issue trackers


- instead of adding another system to their life


Tools



Increase your visibility


- Will make you feel even more outnumbered


- Know your attack surface


- get eyes on the DNS with post-commit hooks or zone transfer


- screenshot everything


Tools



Tools



Increase your visibility


- Know your attack surface


- use broad scanner such as Shodan, BinaryEdge, etc


- follow the company social networks


Tools



Increase your visibility


- Know your attack surface


- scan everything all the time


- but slowly


- low requests/second


- only GET


- unauthenticated


- only one vulnerability type, e.g. SQLi
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Team



First hires


- While the team is small, experience is a requirement


- pentester(s)


- good soft skills and ability to evaluate risk


- ensures your team is not a bottleneck


- developer


- backend profile


- automate scans, integrate with issue trackers


Team



First hires


- Give you pentesters a break from pen testing


- time to automate


- time to try tools


- to investigate targets or weird vulnerabilities


- follow white rabbits


Team



Growing the team


- An expected source of candidates: CTFs


- Capture The Flag security competition


Team
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- An expected source of candidates: CTFs


- Capture The Flag security competition


Team



Growing the team


- Security Champions


- identify people that like security


- pragmatic


- respected by their teams


- Eventually some moved to our team


Team



Areas of expertise / roles


- Network


- Infrastructure


- Compliance


- Development


- IDP / SSO


Team



Having fun



Eventually you will get hacked.


Fun
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Fun



Eventually you will get hacked.


- Be prepared. Easier said than done


- identify a few attack scenarios


- define what to do when the attack is detected


- define what to do after


Fun



We could have been better prepared


- Kick or talk to the attacker?


- Takedown attack vector, i.e. the vulnerable application?


- Reinstall the application, the whole server?


Fun



Active monitoring


- pastebin keyword monitoring


- Twitter / Facebook / IRC


Fun



As the team succeeds, the fun increases


- card cloning


- usb drops


- phishing emails


Fun



Community



Giving back to the community == more awareness


- “Internal” technical sessions (e.g. TLS, SQLi, Password management)


- Present at community meetups and events


- Support meetups (venue, recording, streaming)


- Organize CTFs


- Eventually led to the OWASP chapter rebirth


Community



Community



Community



Community



Conclusions



I believe we succeeded


- People would come to us at project planning & design phase


- specially product and project teams 


- High-risk vulnerabilities dropped significantly on new code


- Mitigated a lot of legacy related risks


- Involvement with the rest of the company, and its customers


- Community: whole day security track, and the best CTF in Portugal for 10 years
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Times are harder


- More awareness, more demand for your team


- More regulation, higher risk of fines


- More visibility and peer pressure (security ratings, headlines, public disclosures)


- Use these on your favor


Conclusions



General guidance


- Training: use real vulnerabilities, real attacks, real consequences


- Piggyback on QA teams


- Listen, understand the teams, processes, and business


- Weigh risks


- Management empowerment


Conclusions



Questions?

Tiago Mendo

mendo@probely.com

mailto:mendo@probely.com

